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Course Contents

Both the theoretical and practical issues for spoken
language processing will be considered

Technology for Automatic Speech Recognition (ASR)
will be further emphasized

Topics to be covered

— Fundamentals and Statistical Modeling Paradigms
« Spoken Language Structure
« Hidden Markov Models
« Speech Signal Analysis and Feature Extraction
* Acoustic and Language Modeling
« Search/Decoding Algorithms

— Systems and Applications

« Keyword Spotting, Dictation, Speaker Recognition, Spoken

Dialogue, Speech-based Information Retrieval, etc.
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» References books
— X. Huang, A. Acero, H. Hon. Spoken Language Processing, Prentice
Hall, 2001

— L. Rabiner, R. Schafer, Theory and Applications of Digital Speech
Processing, Pearson, 2011

— Jacob Benesty (ed.), M. Mohan Sondhi (ed.), Yiteng Huang (ed.),
Springer Handbook of Speech Processing, Springer, 2007

— M.J.F. Gales and S.J. Young. The Application of Hidden Markov
Models in Speech Recognition. Foundations and Trends in Signal
Processing, 2008

— C. Manning and H. Schutze. Foundations of Statistical Natural
Language Processing. MIT Press, 1999

— T. F. Quatieri. Discrete-Time Speech Signal Processing - Principles
and Practice. Prentice Hall, 2002

— J. R. Deller, J. H. L. Hansen, J. G. Proakis. Discrete-Time Processing
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Website for This Course

« Visit http://berlin.csie.ntnu.edu.tw/ and then click the link
“Fall 2010: Speech Recognition”

Speech Recognition
Fall 2010
2:10 ~5:00 pm, Mondays
Instructor: br. Berlin Chen (phtd a4)
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Introduction

References:

1. B. H. Juang and S. Furui, "Automatic Recognition and Understanding of Spoken Language - A
First Step Toward Natural Human-Machine Communication,“ Proceedings of IEEE, August,
2000

2. |. Marsic, A. Medl, and J. Flanagan, “Natural Communication with Informatio Systems,”
Proceedings of IEEE, August, 2000
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Historical Review

1952, Isolated-Digit
Recognition, Bell Lab. 1956, Ten-Syllable
Recognition, RCA
1959, Ten-Vowel

Recognition, MIT Lincoln Lab

1959, Phoneme-sequence Recognition using

1960s, Dynamic Time Warping to Statistical Information of Context |
Compare Speech Events, Vintsyuk | Fry and Denes ;

1960s-1970s, Hidden Markov Models for
Speech Recognition, Baum, Baker and Jelinek

Gestation of Foundations 1970s ~
Voice-Activated Typewriter Telecommunication
(dictation machine, speaker-dependent), IBM (keyword spotting, speaker-independent), Bell Lab
Philips BBN Technologies
Cambridge (HTK) CMU LIMSI MIT (5LS) JHU CLsP
Microsoft SRI

nuance

I
I
I
I
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Areas for Speech Processing

Production, Perception, and Modeling of Speech
(phonetics and phonology)

Signal Processing for Speech

Speech Coding

Speech Synthesis (Text-to-Speech)

Speech Recognition (Speech-to-Text) and Understanding
Speaker Recognition

Language Recognition

Speech Enhancement

C.f. Jacob Benesty (ed.), M. Mohan Sondhi (ed.), Yiteng Huang (ed.), Springer Handbook of Speech
Processing, Springer, 2007
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Progress of Technology (1/6)

« US. National Institute of Standards and Technology (NIST)

NIST NIST Time | NIST Home | About NIST | Contact Us | A-Z Site Index

Information Technology chorafory | ) i}l\i‘"

About ITL ¥ Publications Topic/Subject Areas ¥  Products/Services ¥  News/Multimedia Programs/Projects

NIST Home = ITL = Information Access Division > Multimodal Information Group > Benchmark Tests

Ongoing Benchmark Tests

GALE Translation (2006 - present)

Language Recognition (1996 - present)

Machine Translation (2001 - present)

Metrics for Machine Translation (2008 - present)

Rich Transcription (2003 - present)

Speaker Recognition (1996 - present)

TRECVid Event Detection (2008-present)

MADCAT (2008-present)

Multiple Camera Single Person Tracking (2009-present)

Past Benchmark Tests

CLEAR (2006 - 2007)

Spoken Term Detection (2006)

Broadcast News Recognition (1996 - 1999)
Conversational Telephone Recognition (1997 - 2001)
Spoken Document Retrieval (1997 - 2000)

Topic Detection and Tracking (1998 - 2004)
Automatic Content Extraction (1999 - 2008)

http://www.nist.gov/itl/iad/mig/bmt.cfm
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Progress of Technology (2/6)

« Generic Application Areas (vocabulary vs. speaking style)
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Progress of Technology (3/6)

Word error rate (%)
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L. Rabiner, B.-H. Juang, “Historical Perspective of the Field of ASR/NLU” Chapter 26 in the book "
Springer Handbook of Speech Processing”
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Progress of Technology (4/6)

 Benchmarks of ASR performance: Broadcast News Speech

| W Baseline Speech - F0
] Spontaneous Speech - F1

25 144 | | .
27 [z
E 15 -
2 | l
0 — - - -y — — - - —
2 3 3 2T 2 5 2
w3 2 R R RN

FO: anchor speakers

F1: field reports and interviewees
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Progress of Technology (5/6)

 Benchmarks of ASR performance: Conversational Speech

WER of Best System
60
50 +
- 40
(4
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E 20
s w—@e=C allHome
=S whd Type
0 Ll L) L L
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Yoar
1995 (BBN) 1990 (Dragon) 1997 (NSA) 2000 (BBN)

Figure § Chinese Character enror tates of the best performing eveluation system in NIST Mendann

Figure 4 Hisory of owest word o saes (WER) obtained in NIST conversational speech evaluaions on - Converstional speech evaluaions 1%93-2000 (2],
Switchboad and CallHome bype conversdions in English [26),
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Progress of Technology (6/6)

« Mandarin Conversational Speech (2003 Evaluation)

e Acoustic/Training Test Data:

— training data: 34.9 hours, 379 sides, from LDC CallHome (22.4hrs) and
CallFriend (12.5hrs), 451K Words (7K English word), 628K Characters

— development data: dev02 1.94 hours from CallFriend

CER (%)
dev02 evalO3

P1  trans for VTLN 55.1 54.7
P2  trans for MLLR 50.8 51.3
P3 lat gen (bg) 49.3 50.5
tgintcat rescore 48.9 49.8

P4 lat MLLR 48.6 49.5
CN P4 47.9 48.6

%CER on dev02 and eval03 for all stages of 2003 system

— Adopted from

Cambridge University
Engineering Department

Rich Transcription Workshop 2003
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Statistical Modeling Paradigm

* Most approaches to speech and language processing
generally follow the statistical modeling paradigm

Training Feature
Data ANALYSIS [Sequence’| TRAINING
, ALGORITHM
Ground Truth (Label or Class Information) l
TRAINING STATISTICAL \_ . _

RECOGNITION MODEL

Input Feature | RECOGNITION |_Recognized

Data | ANALYSIS Sequence> SEARCH Sequence

— Data-driven approaches: automatically extract “knowledge” from
the data
— It would be better to pair data-driven approaches with rule-based

ones
SP- Berlin Chen 16



A Source-Channel Model for ASR

Communication Channel

Text
Generator

Speech a Signal Speech ;,
Generator Processing Decoder :

v

~

<
[ A 0 B N N

..l.....l...t......l...........l..............: X “

Speech Recognizer (ASR system)

— Communication channel consists of speaker’s vocal apparatus to
produce speech the waveform and the signal processing
component of the speech recognizer

— The speech decoder aims to decode the acoustic signal X into
a word sequence W (Hopefully,W ~ W.)

Uncertainties to be contended with: unknown words, grammatical
variation, noise interference, acoustic variation, to name a few
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Basic Architecture of ASR System

[ Voice Signal Processing
: | : ‘ ’
.
/1 gl
— /
> e — Decoder >~ -
- [ [~
= > B - = 5
— — Ll ' r,:
s |2 | 22|85
= . TR
= . I“\\\_ ’\
1 .
s P Adaptation ]
‘_7. 1 I
L

— Signal processing: extract salient features for the decoder

— Decoder: use both acoustic and language models to generate
the “best” word sequence in response to the input voice

— Adaptation: modify either acoustic or language models so that
improved performance can be obtained
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ASR: Applications

« E.g., Transcription of Broadcast News Speech
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ASR: A Bit of Terminology

SR T 2T G BT RERARE G R
2L = fi5 ~ :
‘fp 39 Feature |Feature| Linguistic Decoding and > 3y
MW‘M“ — Extraction Vec‘r:ors Search Algorithm —>
| >
Speech |/ Acoustic|_ Language Text
Corpora| Modeling| . Modeling | |Corpora
#4 LSS SER Xl SRR U
TR E FAE
A R
~ S
W = arg max P (W‘X) Bayes Decision Theory
W
Bayes Rule
_ P(X|W)P(W)
= arg max
W PX)oo
| . Decoding
= arg max p/(§ | W)P(W)
Acoustic Modeling Language Modeling
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ASR: Acoustic Modeling

« Construct a set of statistical models representing various
sounds (or phonetic units) of the language

— Approaches based on Hidden Markov Models (HMMs) dominate
the area of speech recognition

— HMMs are based on rigorous mathematical theory built on

several decades of mathematical results developed in other
fields

— HMMs are constructed by the process of training on a large
corpus of real speech data

Markowv
Model
M

1] 1 ]
’ 1 0 b .
NG ])v‘vb:(o 5) ib 5(03) #)4(0 4)‘\1) J05) Pbs©

Observation
Sequence

O, O O3 O4 O5 Og
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ASR: Language Modeling

« Constrain the acoustic analysis, guide the search
through multiple candidate word strings, and quantify the
acceptability of the final word string output from a speech
recognizer

W=wwy..wp > P(W)Z?

* The n-gram language model that follows a statistical
modeling paradigm is the most prominently-used in ASR

P(wlw2 ....WL): P(w1 )P(wz‘w1 )P(w3‘w1w2 ) P(wL ‘wlw2 WL_l)
bigram
modeling

P(w1w2....wL)= P(WI)P(WQ‘WI )P(w3‘w2 ) P(WL‘WL_l)

SP- Berlin Chen 22



Difficulties: Speech Variability

Pronunciation

Variation Speaker-independency

Speaker-adaptation
Speaker-dependency

Linguistic
variability

Inter-speaker
Intra-speaker variability

variability

Variability caused
by the environment

Variability caused
by the context

Robustness Context-Dependent
Enhancement Acoustic Modeling
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Text to Speech (TTS)

* TTS can be viewed as ASR in reverse

Raw text
or tagged text

TTS Engine

Text Analysis
Document Structure Detection

P Text Normalization
Linguistic Analysis

tagged text l

Phonetic Analysis
Grapheme-to-Phoneme Conversion

v

tagged phones

Prosodic Analyvsis
Pitch & Duration Attachment

controls l

Speech Synthesis
Voice Rendering

— We are now able to general high-quality TTS systems, although

the quality is inferior to human speech for general-purpose

applications
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Spoken Dialogue: CMU’s Systems

« Spoken language is attractive because it is the most natural,
convenient and inexpensive means of exchanging
information for humans

* In mobilizing situations, using keystrokes and mouse clicks
could be impractical for rapid information access through
small handheld devices like PDAs, cellular phones, etc.

- Wls | :
; Ll ¢
4 '
: -
™ ’ '
’ - .
d d L :
. i
- - i
"
] 4 - -
) ) . * "
.
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Spoken Dialogue: Basic System Architecture

Spoken language understanding modules

. | SPEECH LANGUAGE | !
' | SYNTHESIS GENERATION | !
Visualization: | | o
o= Graphs & Table ( DIALOGUE .| RETRIEVAL | : Application

L MANAGER ! ENGINE |
R T F .. . ¥ :
| ! ! |
| DISCOURSE SEMANTIC N |
: CONTET FRAME |
| PROCESSING/ |
: y v INDEXING |
e h !
'|  SPEECH LANGUAGE 1 | ;
'| RECOGNITION UNDERSTANDING | !! i

. h
B GGRE L E L PP LR " | DATABASE
Spoken language understanding modules

— e ———— - = —————— ]

V. Zue, J.R. Glass, Conversational Interfaces: Advances and Challenges. Proceedings of the IEEE,
Vol. 88, No. 8, August 2000 SP- Berlin Chen 26



Spoken Dialogue: Multimodality of
Input and Output

Experimental client workstation incorporating sight, sound, and touch modalities for
human/machine communication. The eye tracker provides a gaze-controlled cursor for
indicating objects in the display. The tactile force-feedback glove allows displayed objects
to be grasped, “felt,” and moved. Hands-free speech recognition and synthesis prowvides
natural conversational interaction [7].

l. Marsic, A. Med|, and J. Flanagan, Natural Communication with Information Systems. Proceedings of the IEEE,
Vol. 88, No. 8, AUgUSt 2000 SP- Berlin Chen 27



Spoken Dialogue: Some Deployed Systems

« Complexity Analysis

Domain Language | Vocabulary Average
Size Words/Utt | Utts/Dialogue

CSELT Train Timetable Info Italian 760 1.6 6.6
SpeechWorks Air Travel Reservation || English 1000 1.9 10.6
Philips Train Timetable Info German 1850 2.7 7.0
CMU Movie Information English 757 3. 9.2
CMU Air Travel Reservation English 2851 3.6 12.0
LIMSI Train Timetable Info French 1800 44 14.6
MIT Weather Information English 1963 9.2 5.6
MIT Air Travel Reservation English 1100 5.3 14.1
AT&T Operator Assistance English 4000 7.0 3.0
Air Travel Reservations (human) English ? 8.0 27.5

SP- Berlin Chen 28



Spoken Dialogue: Some Statistics

* Topics vs. Dialogue Terms

60-
50
40+
30-
-
10

Ave # of Turns/Dialogue

Movie

s Restaurants F:I'I'éﬁfs Cars
TOPICS
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Speech-based Information Retrieval (1/5)

e Task:

— Automatically indexing a collection of spoken documents with
speech recognition techniques

— Retrieving relevant documents in response to a text/speech

query
speech Text-to-
information Speech text
Synthesis information

__+— Public Services/

Information/
Knowledge
ﬁ \ A eec"\

. !
— A o9 Spoken — Information (:::) Internet
%L,"m' N ¥ @ Dialogue Retrieval

- 3 o/ Private Services/
s Databases/

Applications
W "_____.-. < i

text, image, video,
48 = speech, ...
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Speech-based Information Retrieval (2/5)

spoken query (SQ) text query (TQ)
M . — S S 13 32 ” vy
e e L AERDEM P EEBBERT R 2
spoken documents (SD) // R \X text documents (TD)
SD 3 " RN
P TD 3
SD 2 TD 2
SD 1 PEENEY
. oo b | - EP e R AN R RS R
: HOg PSR TS hth R B L

que~rg/—by—example

— SQJ/SD is the most difficult
— TQ/SD is studied most of the time
* Query-by-example
— Attempt to retrieve relevant documents when users provide

some specific query exemplars describing their information
needs

— Useful for news monitoring and tracking
SP- Berlin Chen 31



Speech-based Information Retrieval (3/5)
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C.f. B. Chen, H.M. Wang, Lin-shan Lee, "Discriminating capabilities of syllable-based features
and approaches of utilizing them for voice retrieval of speech information in Mandarin Chinese",

IEEE Transactions on Speech and Audio Processing, Vol. 10, No. 5, pp. 303-314, July 2002. (o o cren 32



Speech-based Information Retrieval (4/5)

« Spoken queries retrieving text news documents via
mobile devices

overlapping character bigrams

Character Based 2] MS SR Demo - OK 11:04p _u;
vector space model T T T
Indexer
, L
Pocket PC Voice Search
Server
Search D EE—
Client Syllable Based
: Indexer
SAP]
PDA
: ’ Mandarin LVCSR Engine
microphone,
cellular phone overlapping syllable bigrams
LVCSR or
syllable decoding

C.f.Chang, E., Seide, F., Meng, H., Chen, Z., Shi, Y., And Li, Y. C. 2002. A system for spoken query
information retrieval on mobile devices. IEEE Trans. on Speech and Audio Processing 10, 8 (2002), 531-541.
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Speech-based Information Retrieval (5/5)

« Spoken queries retrieving text news documents via
mobile devices

PDA Client Word-level

&7 |Browser Ol €€ 11:16 Mandarin
PR IBYBIRE R mosmstme AT LVCSR Server

osEa I H]

Features

Inverted
Files

Multi-Scale
Indexer

SREHIAR N EEBBm AR v

Information
.|  Informatio
040304-13. M T ZEHSHARET Retrieval Server
021216-24.:%%E§.E$£7<i29%§ﬁ1—){¢
040309-10. 38R FIE & AN AR S
[021210-23. bt R MM ST —E ]
IR L S L E by 2R
WLk S BEEER
EREHEHR T S0REE \TRD
F T2 N 1

[ > s

Syllable-level
Indexing
Features

A

Audio Streaming

\4

Server Automatically Transcribed
Broadcast News Corpus

C.f. B. Chen, Y..T. Chen, C.H. Chang, H.B. Chen, "Speech Retrieval of Mandarin Broadcast News via
Mobile Devices," Interspeech2005
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Spoken Dialogue: Google Voice Search

1-800-GO0OG-411

1-800-466-4411

Google

Translate

GOUgie

Audio Indexing

Voice Search

‘ Google

Google-411:
Finding and connecting to local business

Dial from any phone

1-800-GO0G-411

(1-800-466-4411)

About GOOG411

Google's new 411 service is free, fast and easy to
use. Give it a try now and see how simple it is to
find and connect with local businesses for free.

Learn more - FAQ

Liked the video? Want to comment or guess who
the voice of GOOG-411 is? Post your opinion on
B | E— i) | [ .menu our YouTube page.

Dial 1-800-GOOG-411

State the location and
from any phone

Connect to the o Donel
business type business for free )

- &

Google - Terms of Sewice - Privacy Policy - Google Home - Mobile Home

Google Audio Indexing:

Searching what people are saying inside YouTube

videos (currently only for what the politicians are
ﬂ's,‘a_‘Mpiﬁ[l],g):mlgaudi

v EBE EE ”
Google [G=google labs

' HFRE v (@ 28> 4 [Eooge » O 3E- lomovo <

)

viEteD QO B~ vy S Duehuk,

~
G Search what the politicians are saying
QO ams ot sam o
Audio Indexing T

Audio Indexing

All Politicians | McCain | Obama | Debates

Seniors for Obama

7118 Seniors for Obama
g e d? 1 month ago - 11:25 - about 3 mentions

e Barack Obama on Veterans in Sioux Falls SD
5 months ago - 09:04 - about 3 mentions
a Barack Obama at American University
9 months ago - 13:38 - about 2 mentions
Barack Obama on Equal Pay in Albuquerque N
l‘ 2 months ago - 0919 - about 2 mentions
y B

Barack Obama in Louisville KY el | 00,00 | )
, 5 months ago - 04:35 - about 4 mentions

Obama grandmother Search inside this video

» ...I'was born and where he and my grandmother help raise | think you...
G()\'\P:J=P:JS I ¢ b
1234568 Next 3 ...issues come and go Senator Obama called the saying absolutely
correct...
3

the problem the bigger question Barack Obama does not want to
privatize.

ENrY =
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Spoken Document Organization and
Understanding (1/2)

 Problems

— The content of multimedia documents very often described by
the associated speech information

— Unlike text documents with paragraphs/titles easy to look
through at a glance, multimedia/spoken documents are
unstructured and difficult to retrieve/browse

e e Infofrhatioh Exfréoﬁon
. and Retrieval %
] /7 (IE & IR)
< B
Users<—>| Spoken | __— = Multimedia
Dialogues Network

Content

\/

Spoken Document
Understanding and |~
Organization

S S
o = s
PIC) PSP
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Spoken Document Organization and
Understanding (2/2)

 For example, spoken documents can be clustered by the

latent topics and organized in a two-dimensional tree
structure, or a two-layer map
Ry EnEse

Broadcast News Retrieval/Browsing System

B # %% {4 [International Political News]  Topic Map

b

Bl A B & [Local Political News] Topic Map (b)

@ #} %t £8 [International Business ] Topic Map

# A At 48 [Local Business ] Topic Map L . LB % ik

BE |:§,. )i] [International Entertainment] Topic Map w 6 l H 4‘#

& A % | [Local Entertainment) Topic Map .

@ 4 f [International Sports] Topic Map '* i fE !k‘ 3 E# -ﬁﬁ'ﬂ . ﬁ $

I’! ﬂ ki [Loml Sporls] Topic Map

D0 1) e ns kstrrismneneen sum.] 02.09.2% :

[ 2] Frhch#4 R4bA &Pl R Ar ik a6 R M4 sumjozoo2 || 2280 BRAUE| Wi @ Smé O
[ 3] a4 & ] 35 PR i = FT 45 ok 44 48 30 7R AL B [sum]02.10.22 T
[ 4] R &7 R FTHEEH ARG LT [sum.] 02.10.01 Fizh 1 = e 3
[ 5] 2 6 F142 ol FT 4.0k 44 38 0 @ fsum 02.09.21 ApAR XE OO
[ 6] 4 ] 5 & %5 M7 4s A% 1] o2 R0 4R [sum.] 02.11.23
[ 7] s &5 o b B % — & @ $OW AL T M [sum.] 02.06.0¢ O O
[ 8] @7 Eprpia o B E E A B  [sum]02.02.12

I;]Il 9l B FlEFMAPERESE mAR Isum.1 02.04.2(=

--

| P45 k4% T @504 6,50 B &
III—: I, E/RB {24 Meom £H
= =—: = (d)
© FT4h ok 44 5 01 4 2 6k B fr 4k & $ Ao B 3 & [summary] + R 4R
(May 03/"02/12:00) ﬁa* %ﬂ.
FICSA A L8047 £ 001 S 5 M8 fsummary]
{(May 06/'02/12:00)
: sffﬁnig»:g,ﬂﬁmaﬁxe i #44 [summary] EA i
P =
BT 4 ok 44 & 5 47 1 M 3] B € 9 WPin B OB [summary) || B8 &

(Oct 30/'02/12:00)

(c)
OO
< OO

Two-dimensional
Tree Structure

FTH{a A & 4 FT45 o2 4% B & # W38 A E & & 4 [summary)
(Nov 02/'02/12:00)

go to Level-2
-

o

for Organized Topics
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Speech-to-Speech Translation

« Multilingual interactive speech translation

— Aim at the achievement of a communication system for precise
recognition and translation of spoken utterances for several
conversational topics and environments by using human
language knowledge synthetically (adopted form ATR-SLT )

ATR-SLT IBM Mastor Project
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Map of Speech Processing

Research Areas

Applications

T

Applied
Technologies

4

Adapted from Prof. Lin-shan Lee

Speech-based : Speech - L
Multimedia information Question Spoken | | Transcription Multilingual Dlstrlbutgq Speech
. : & — — — Speech Recognition and
Technologies|| Retrieval and Answerin Dialogue & Processing | |Wireless Environment
Summarization g Translation g Integrated
| N [ A | | | Technologies
m S !
3 A
o A
S Speech Recognition Core
@
o
S | | Information s y Linguistic Decoding Acoustic Wireless
3 Indexing | |Text-to-speech[ ] beec Processing - & || Processing: Transmission
= . Language features
S & Synthesis , & Search & &
o Retrieval Understanding Language | |Algorithms modeling, Network
¢ Modeling S Environment
variation, etc.
Basic
Technologies
: Topics might be covered g
in this semester |
Robustness: :—I?nds-:reef ASdpeak(?r
Keyw_ord Halce chanmel — n ?rac |on.t. | ap;atlon
Spotting feature/model acoustc reception .
microphone array, etc. Recognition
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Different Academic Disciplines

« The foundations of spoken language processing lies in

Psychology

Linguistics (Phonetics
& Phonology)

Spokén Language /
Processing \

Computer
Science

Statistigs

Electrical
Engineering
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Speech Processing Toolkit (1/2)

« HTK (Hidden Markov Model ToolKit)
— A toolkit for building Hidden Markov Models (HMMSs)

— The HMM can be used to model any time series and
the core of HTK is similarly general-purpose

— In particular, for the acoustic feature extraction, HMM-
based acoustic model training and HMM network
decoding
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Speech Processing Toolkit (2/2)

* HTK (Hidden Markov Mode

ToolKit)

HLED ﬁgLAB
OPY
HLSTATS HLIST
i HQUANT
Transcriptions] | Speech])

N [/

HComPV, HINIT, HREST, HEREST
HSMooTH, HHED , HEADAPT

HDMAN

1

Dictionary

l Networks

HBUILD
HPARSE

1
HMMs )

HVITE

(Tl"a nsc

riptions]

HRESULTS

i Data
 Prep

s Training
1

:
: Testing

E Analysis
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Journals & Conferences

e Journals

— |EEE Transactions on Audio, Speech and Language Processing
— Computer Speech & Language

— Speech Communication

— Proceedings of the IEEE

— |EEE Signal Processing Magazine

— ACM Transactions on Speech and Language Processing

— ACM Transactions on Asian Language Information Processing

« Conferences

— |EEE International Conference on Acoustics, Speech, Signal processing (ICASSP)

— Annual Conference of the International Speech Communication
Association (Interspeech)

— |EEE Workshop on Automatic Speech Recognition and Understanding (ASRU)
— |EEE Workshop on Spoken Language Technology (SLT)

— International Symposium on Chinese Spoken Language Processing (ISCSLP)
— ROCLING Conference on Computational Linguistics and Speech Processing
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Speech Industry (1/3)

 Telecommunication
 Information Appliance

* |nteractive Voice Response
* Voice Portal

 Multimedia Database

« Education

SP- Berlin Chen 44



Tentative Schedule

Topics to be Covered

Overview & Introduction

Hidden Markov Models

Spoken Language Structure

Acoustic Modeling & HTK Toolkit

Statistical Language Modeling & SRI LM Toolkit

Speech Signal Representations

Digit Recognition, Word Recognition and Keyword Spotting

Large Vocabulary Continuous Speech Recognition (LVCSR)

Speech Enhancement and Environment Robustness

Model Training and Adaptation Techniques

Utterance Verification and Confidence Measures
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Speech Industry (2/3)

 Microsoft: Smart Device/Natural Ul
EHNEBIERE
B MTE (Natural User
Imerfzy
BN E (Graphical User o =5 5] = lSealcln/ S s oo
Interface) Engines) mart Devices (£33 &% )P 2% %
agﬁcuwemuk)/ mg; R EN TN ;%’ B e
% @ & (Multiple Windows) TR EE gEFE ,T*ﬂ E
et B w o
B
7 B
Source :

T EAEMEFTERINP (NISD)RIREFHRIELER - 2003/04

NET engoi=f 8 > 12
-EE@*
i S
XML S A s g R

LEAKT g RAe 0 B4
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Speech Industry (3/3)

Microsoft: Smart Device/Natural Ul

Smart Device IEBEFTFTHEXIMF

- BAEIEEE
\ | rosEmwE

] HET R EAAAREE BT
,; . LD RE  AABEEERE
E BY » M E LS AT -
|
| Screen/PAMERILT » T LIHEE
SHA c MABKEE 5
2 PR E9Multi- Modal -
>
FE X 0 0 MAST ()
1 % X 0
g X X 0
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Good Words

Your attitude determines your altitude.
Stay Hungry; Stay Foolish

Every job is a self-portrait of those who did it. Autograph
your work with quality.
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