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Introduction (1/2)( )

• Often, scientists and engineers collect data in order to 
determine the nature of the relationship between twodetermine the nature of the relationship between two 
quantities
– An example: heights and forearm lengths of men

• The points tend to slop upward and to the right, indicating 
that taller men tend to ha e longer forearms
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that taller men tend to have longer forearms
• A “positive association” between height and forearm length



Introduction (2/2)( )

• Many times, this ordered pairs of measurements fall y , p
approximately along a straight line when plotted
– In those situations, the data can be used to compute an equation 

f th li th t “b t fit ” th d tfor the line that “best fits” the data
– This line can be used for various things:

• Summarize the dataSummarize the data
• Predict for future (unseen) values
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Correlation

• Something we may be interested in is how closely g y y
related two physical characteristics are
– For example, height and weight of a two-year-old child

• The quantity called the correlation coefficient is a 
measure of this

• We look at the direction of the relationship, positive or 
negative, strength of relationship, and then we find a linenegative, strength of relationship, and then we find a line 
that best fits the data

• In computing correlation, we can only use quantitative
data (instead of qualitative data)
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Example

• This is a plot of height vs. forearm length for men

We say that there is a positive association between height and forearm– We say that there is a positive association between height and forearm 
length

– This is because the plot indicates that taller men tend to have longer 
forearmsforearms

– The slope is roughly constant throughout the plot, indicating that the 
points are clustered around a straight line
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– The line superimposed on the plot is a special line known as the least-
squares line



Correlation Coefficient

• The degree to which the points in a scatterplot tend to g p p
cluster around a line reflects the strength of the linear 
relationship between x and y

• The correlation coefficient is a numerical measure of the 
fstrength of the linear relationship between two variables

• The correlation coefficient is usually denoted by 
the letter r

• Also called “sample correlation” (cf. population 
correlation )( ) [ ]( ) [ ]( )[ ],cov YYXXYX EEE −−
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Computing Correlation Coefficient rg
• Let (x1, y1),…,(xn, yn) represent n points on a scatterplot

• Compute the means and the standard deviations of the 
x’s and y’s

• Then convert each x and y to standard units.  That is, 
compute the z-scores:                   and ( ) /i xx x s− ( ) / .i yy y s−

• The correlation coefficient is the average of the products 
of the z-scores, except that we divide by n – 1 instead, p y
of n
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Comments on Correlation Coefficient 

• In principle, the correlation coefficient can be calculated 
for any set of points

• In many cases, the points constitute a random sample
f l ti f i tfrom a population of points

• In this case, the correlation coefficient is called the 
sample correlation and it is an estimate of thesample correlation, and it is an estimate of the 
population correlation

• It is a fact that r is always between -1 and 1• It is a fact that r is always between -1 and 1
• Positive values of r indicate that the least-squares line 

has a positive slope.  The greater values of one variable p p g
are associated with greater values of the other

• Negative values of r indicate that the least-squares line 
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has a negative slope.  The greater values of one variable 
are associated with lesser values of the other



Examples of Various Levels of Correlation

Statistics-Berlin Chen 9



More Comments

• Values of r close to -1 or 1 indicate a strong linear g
relationship

• Values of r close to 0 indicate a weak linear relationshipValues of r close to 0 indicate a weak linear relationship

• When r is equal to -1 or 1, then all the points on the 
scatterplot lie exactly on a straight linescatterplot lie exactly on a straight line

• If the points lie exactly on a horizontal or vertical line, 
then r is undefined

• If r ≠ 0, then x and y are said to be correlated.  If r = 0, , y ,
then x and y are uncorrelated
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Properties of Correlation Coefficient r (1/2)( )
• An important feature of r is that it is unitless.  It is a pure 

number that can be compared between differentnumber that can be compared between different 
samples

• r remains unchanged under each of the followingr remains unchanged under each of the following 
operations:
– Multiplying each value of a variable by a positive constant
– Adding a constant to each value of a variable
– Interchanging the values of x and y
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• If r = 0, this does not imply that there is not a relationship 
between x and y.  It just indicates that there is no linear
relationshiprelationship

21664 xxy −=

quadratic relationship
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quadratic relationship



Properties of Correlation Coefficient r (2/2)( )

• Outliers can greatly distort r, especially, in small data g y , p y,
sets, and present a serious problem for data analysts

correlation coefficient r=0.26

• Correlation is not causation
– For example, vocabulary size is strongly correlated with shoe 

size, but this is because both increase with age.  Learning more 
words does not cause feet to grow and vice versus.  Age is 
confounding the results
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Inference on the Population Correlation

• If the random variables X and Y have a certain joint 
di t ib ti ll d bi i t l di t ib ti th thdistribution called a bivariate normal distribution, then the 
sample correlation r can be used to construct confidence 
intervals and perform hypothesis tests on the populationintervals and perform hypothesis tests on the population 
correlation, ρ.  The following results make this possible
– Let (x1, y1),…,(xn, yn) be a random sample from the joint distribution of XLet (x1, y1),…,(xn, yn) be a random sample from the joint distribution of X

and Y and r is the sample correlation of the n points.  Then the quantity
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Example 7.3

• Question:  Find a 95% confidence for the correlation 
between the reaction time of visual stimulus (   ) and that 
of audio stimulus (    ), given the following sample

x
y
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Linear Model

• When two variables have a linear relationship, the 
tt l t t d t b l t d d li kscatterplot tends to be clustered around a line known as 

the least-squares line
– The line that we are trying to fit is– The line that we are trying to fit is 

ii xl 10 ββ +=ideal value

iε(measurement error    )measured value iii xy εββ ++= 10

dependent variable independent variable

• β 0 and β1 are called the regression coefficients
• We only know the values of x and y we must estimate the

dependent variable independent variable

• We only know the values of x and y, we must estimate the 
other quantities

– This is what we call simple linear regression
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This is what we call simple linear regression 
• With only one independent variable

– We use the data to estimate these quantities



The Least-Squares Line

• β 0 and β1 cannot be determined because of measurement β 0 β1
error, but they can be estimated by calculating 
the least-squares line

and are called the least squares coefficients

xy 10 ββ ˆˆ +=

β̂β̂– and are called the least-squares coefficients
– The least-squares line is the line that fits the data “best” (?)

1β0β

ii xy ˆˆˆ  valuefitted 10 += ββ

data contaminated 
with random errors

ii yye ˆ       residual −=
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Residuals

• For each data point          , the vertical distance to the ( )ii yx ,p ,
point           on the least squares line is . The 
quantity      is called the fitted value and the quantity      
i ll d th id l i t d ith th i t

iii yye ˆ−=

iŷ ie
( )

( )ii yx ˆ,

is called the residual associated with the point     
– Points above the least-squares line have positive residuals

Points below the line have negative residuals

( )ii yx ,

– Points below the line have negative residuals  

• The closer the residuals are to 0, the closer the fitted 
values are to the observations and the better the line fitsvalues are to the observations and the better the line fits 
the data

• The least-squares line is the one that minimizes the sum q
of squared residuals

∑= n
ieS 2
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Finding the Equation of the Lineg

• To find the least-squares line, we must determine q ,
estimates for the slope β0 and β1 intercept that minimize 
the sum of the squared residuals
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Some Shortcut Formulas

• The expressions on the right are equivalent to those on p g q
the left, and are often easier to compute
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Cautions (1/2)( )

• The estimates       and       are not the same as the true 0β̂ 1β̂
values β0 and β1
– and         are random variables 

0β 1β

0β̂ 1β̂

– β0 and β1 are constants whose values are unknown

• The residuals       are not the same as the errors
The residuals can be computed which are the differences

iεie
e– The residuals       can be computed, which are the differences 

between       and iŷiy
ie

iii yye ˆ−=

– The errors       can not be computed, since the true values β0 and 
β1 are unknown (or      is unknown)

iε
il
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Cautions (2/2)( )

• Do not extrapolate the fitted line (such as the least-p (
squares line) outside the range of the data.  The linear 
relationship may not hold there

• We learned that we should not use the correlation 
ffcoefficient when the relationship between x and y is not 

linear.  The same holds for the least-squares line.   
When the scatterplot follows a curved pattern it does notWhen the scatterplot follows a curved pattern, it does not 
make sense to summarize it with a straight line

• If the relationship is curved, then we would want to fit a 
regression line that contain squared terms (i.e., 
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g q ( ,
polynomial regression)



Another Representation of the Line

• Another way to compute an estimate of β1 is y p β1

1̂
ysβ r
s

= ( ) ( )∑ −∑ −= ==
n
i i

n
i i

x
y xxyys
s

1
2

1
2

– The units (but not the value) of       must be same as y/x
– The slope is proportional to the correlation coefficient

xs

1β̂
The slope is proportional to the correlation coefficient  

• The least-sqaures line can be rewritten asq

ˆ ( )xsy y r x x− = −

– So the line passes through the center of the mass of the 

ys

p g
scatterplot with slope r(sx/sy)
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Measures of Goodness of Fit
• A goodness of fit statistic is a quantity that measures 

how well a model explains a given set of datap g
• The quantity r2 is the square of the correlation coefficient 

and we call it the coefficient of determination

2 2
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total sum of squares

– The proportion of variance in y
explained by regression is the 
interpretation of r2interpretation of r2

– measures the reduction of spread of the 
i t bt i d b i th l li th th
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points obtained by using the leas-squares line rather than
• A goodness-of-fit statistic that has units

yy =



Sums of Squares (1/2)( )

• is the error sum of squares (SSE) and 2
1

ˆ( )n
ii y y

=
−∑ q ( )

measures the overall spread of the points around the 
least-squares line

1 ii=∑

• is the total sum of squares (SST) and 
measures the overall spread of the points around the

2
1( )n

ii y y
=

−∑
measures the overall spread of the points around the 
line y y=

• The difference                                   is called the 
regression sum of squares (SSR) 

( ) ( )∑ −−∑ − ==
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• Clearly, the following relationship holds:
Total sum of squares (SST) = regression sum of squares (SSR)               
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q ( ) g q ( )
+ error sum of squares (SSE)



Sums of Squares (2/2)( )

• The analysis of variance identity has the formy y
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• r2 is also called the proportion of the variance in y 
explained by regression   p y g
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Uncertainties in the Least-Squares Coefficientsq

• Assumptions for Errors in Linear Modelsp

iii xy εββ ++= 10

• In the simplest situation, the following assumptions areIn the simplest situation, the following assumptions are 
satisfied:
1. The errors ε1,…,εn are random and independent.  In particular, 

the magnitude of any error εi does not influence the value of the 
next error εi+1

2. The errors ε1,…,εn all have mean 02. The errors ε1,…,εn all have mean 0
3. The errors ε1,…,εn all have the same variance, which we denote 

by σ2 (variance of the error)
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4. The errors ε1,…,εn are normally distributed



Distribution of yiyi

• In the linear model yi = β0 +β1xi +εi, under assumptions 1 yi β0 β1 i i, p
through 4, the observations y1,…,yn are independent 
random variables that follow the normal distribution.  The 

d i f i bmean and variance of yi are given by

ii xl 10 ββμ +==
2 2.
iy

σ σ=
iiy xl

i 10 ββμ +

• The slope β1  represents the change in the mean of y
i t d ith i i it i th l fassociated with an increase in one unit in the value of x
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Distributions of       and        (1/2)1β̂0β̂ ( )

• Under assumptions 1 – 4:p
– The quantities         and are normally distributed random 

variables
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• After further manipulation, we have 
( )

∑
⎥
⎥
⎦⎢

⎢
⎣ ∑ −

−= =
=

i in
i i

y
xxn1

1
20β

ˆ

0ˆ
0

βμ

βμ β

=

=
and         are unbiased estimates0β̂ 1β̂
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Distributions of       and        (2/2)1β̂0β̂ ( )

• The standard deviations of         and       are estimated 0β̂ 1β̂
with
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The residuals tends to be a little smaller than the errors

– is an estimate of the error standard deviation s σ
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Notes

1. Since there is a measure of variation of x in the 
denominator in both of the uncertainties we just defineddenominator in both of the uncertainties we just defined, 
the more spread out x’s are the smaller the 
uncertainties in and0β̂ 1β̂uncertainties in       and

2 Use caution if the range of x values extends beyond

0β 1β

2. Use caution, if the range of x values extends beyond 
the range where the linear model holds, the results will 
not be valid

3. The quantities                    and                                              ( )
0

ˆ0 0
ˆ / s

β
β β− ( )

1̂1 1
ˆ / s

β
β β−

have Student’s t distribution with n – 2 degrees of 
freedom

( ) ( )
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Confidence Intervals for β0 and β1β0 β1

• Level 100(1-α)% confidence intervals for β0 and β1 are ( ) β0 β1
given by 

β̂ t±
0

220 βαβ ˆ/, stn −±

– and two-sided confidence intervals

β̂ st±
1

221 βαβ ˆ/, stn −±
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Summaryy

• We discussed
– Correlation
– Least-squares line / regressionq g
– Uncertainties in the least-squares coefficients
– Confidence intervals (and hypothesis tests) for least-Confidence intervals (and hypothesis tests) for least

squares  coefficients
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