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Introduction (1/3)

Multimedia (audio-visual contents) associated with
speech is continuously growing and filling our computers,
networks and lives

— Such as broadcast news, lectures, shows, voice mails, (contact-
center) conversations, etc.

— Speech is the most semantic (or information)-bearing

On the other hand, speech is the primary and the most
convenient means of communication between people

— Speech provides a better (or natural) user interface in wireless
environments and especially on smaller hand-held devices

Speech will be the key for Multimedia information access
in the near future
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Introduction (2/3)

« Scenario for Multimedia information access using speech
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Introduction (3/3)

* Qrganization and retrieval and of multimedia (or spoken)
are much more difficult

— Written text documents are better structured and easier to
browse through

* Provided with titles and other structure information
« Easily shown on the screen to glance through (with visual
perception)
— Multimedia (Spoken) documents are just video (audio) signals

« Users cannot efficiently go through each one from the
beginning to the end during browsing, even if the they are
automatically transcribed by automatic speech recognition

 However, abounding speaker, emotion and scene information
make them more attractive than text

» Better approaches for efficient organization and retrieval of
multimedia (spoken) documents are needed
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Related Research Work and Applications

« Substantial efforts have been paid to (multimedia)
spoken document recognition, organization and retrieval
In the recent past [R3, R4]

— IBM Spoken Document Retrieval for Call-Center Conversations,
Natural Language Call-Routing, Voicemail Retrieval
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Key Techniques (1/2) [R4]

Automatic Speech Recognition
— Automatically convert speech signals into sequences of words or
other suitable units for further processing
Spoken Document Segmentation

— Automatically segment speech signals (or automatically
transcribed word sequences) into a set of documents (or short
paragraphs) each of which has a central topic

Audio Indexing and Information Retrieval

— Robust representation of the spoken documents
— Matching between (spoken) queries and spoken documents

Named Entity Extraction from Spoken Documents

— Personal names, organization names, location names, event
names

— Very often out-of-vocabulary (OOV) words, difficult for recognition
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Key Techniques (2/2)

Information Extraction for Spoken Documents

— Extraction of key information such as who, when, where, what and
how for the information described by spoken documents

Summarization for Spoken Documents

— Automatically generate a summary (in text or speech form) for each
spoken document or a set of topic-coherent documents

Title Generation for Multi-media/Spoken Documents

— Automatically generate a title (in text/speech form) for each short
document; i.e., a very concise summary indicating the themes of the
documents

Topic Analysis and Organization for Spoken Documents
— Analyze the subject topics for (retrieved) documents

— Organize the subject topics of documents into graphic structures for
efficient browsing
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An Example System for Chinese Broadcast News (1/2)

* For example, a prototype system developed at NTU for
efficient spoken document retrieval and browsing [R4]

Chinese Broadcast
News Archive

Input Query
Named Entity
. Extraction
Summarization — .
s nrormation
e Segmentation l l Retrieval
Title Generation +
Topic Analysis
and Organization
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summaries results
User Instructions
¢
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An Example System for Chinese Broadcast News (2/2)

« Users can browse spoken documents in top-down and

bottom-up manners
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Automatic Speech Recognition (1/3)

« Large Vocabulary Continuous Speech Recognition (LVCSR)

Front-end Processing

Linguistic Decoding

Speech Input O
4 MiHEH __,| Feature |Featurel, cozud Le sl Sentence Level
L Extraction|Vectors Match -
5 Search
Wf Word Model I
Composition
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peech Acoustic Language |,
Corpor Modeling Models Models

Recognized

Sentence W = argmax P(W‘O)

n-grams

Language

Modeling

W=ww,...w,

= argmax P(O‘ W)P(W

W=ww,..

Corpcq

— The speech signal is converted into a sequence of feature vectors
— The pronunciation lexicon is structured as a tree
— Due to the constraints of n-gram language modeling, a word’s

occurrence is dependent on its previous n-1 words

( |W1W2

) <| —n+1W, n+2"'Wi—1)

— Search through aII possible lexical tree copies from the start time to
the end time of the utterance to find the best sequence among the
word hypotheses

Ip
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Automatic Speech Recognition (2/3)

Discriminative and Robust Speech Feature Extraction

— Heteroscedastic Linear Discriminant Analysis (HLDA) and
Maximum Likelihood Linear Transformation (MLLT) for
distriminative speech feature extraction

— Polynomial-fit Histogram Equalization (PHEQ)aApproaches for mm)
obust speech feature extraction interspeech 2006, 2007; IcME 2007: ASRU 2007

Acoustic Modeling
— Lightly-Supervised Training of Acoustic Models icassp 2004

— Data Selection for Discriminative Training of Acoustic Models
(HMMS) icme 2007; Asru 2007

Dynamic Language Model Adaptation
— Minimum Word Error (MWE) Training interspeech 2005
— Word Topical Mixture Models (WTMM) icassp 2007 3mm)

Linguistic Decoding
— Syllable-level acoustic model look-ahead icassp 2004
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Automatic Speech Recognition (3/3)

« Transcription of PTS (Taiwan) Broadcast News
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Information Retrieval Models

 Information retrieval (IR) models can be characterized by
two different matching strategies
— Literal term matching
« Match queries and documents in an index term space
— Concept matching
* Match queries and documents in a latent semantic space
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IR Models: Literal Term Matching (1/2)

* Vector Space Model (VSM)

— Vector representations are used for queries and documents
— Each dimension is associated with a index term (TF-IDF

weighting)
— Cosine measure for query-document relevance
sim (Dj ,0) V. )
~ - D .
= cosine (®) = P‘j .Qq J
1D 1x]Q| )
Zf 1w e 0

Q
M
:s
&
M

— VSM can be implemented with an inverted file structure for
efficient document search (instead of exhaustive search)

Ip

IR — Berlin Chen 15



IR Models: Literal Term Matching (2/2)

« Hidden Markov Model (HMM) [R1]

— Also thought of as Language Model (LM)

— Each document is a probabilistic generative model consisting of a set
of N-gram distributions for predicting the query

P(Q|Dj)= [mIP(W1|Dj)+ mzP(W1|C)]

m, P(w,.|Dj) -.]é[z[mlP(wi|Dj)+ mzP(wi|C)+ m3P(wi|wi_l,Dj)+ m4P(wi|wi_l,C)]
i=
Query ” P(w,|c)
O =ww,y,.w,.wy m3 P(W,-|W,-_1,D_,)
" P(wl-|wi,1,C)

— Models can be optimized by the expectation-maximization (EM) or
minimum classification error (MCE) training algorithms

— Such approaches do provide a potentially effective and theoretically
attractive probabilistic framework for studying IR problems
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IR Models: Concept Matching (1/3)

« Latent Semantic Analysis (LSA) [R2]

— Start with a matrix describing the intra- and Inter-document
statistics between all terms and all documents

— Singular value decomposition (SVD) is then performed on the
matrix to project all term and document vectors onto a reduced
latent topical space

— Matching between queries and documents can be carried out in

this topical space
D, D

" hock Kxn

dixk = (qT )xm U sk Z ix

~ ~ qAZZC,iT
ok Sim (c},d)z coine (¢X,dY) = ———
mxn |é2”d2‘
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IR Models: Concept Matching (2/3)

* Probabilistic Latent Semantic Analysis (PLSA) [R5, R6]

— An probabilistic framework for the above topical approach
D,D, D, D

ZP(Tk|Q)P(Tk‘Dj)

k

R(0.D;) =
[erteiof s elifo,f
P(w,.D ;)= 2 P(w,|r, ) P(1, )P(D |7} )

— Relevance measure is not obtained directly from the frequency of a
respective query term occurring in a document, but has to do with
the frequency of the term and document in the latent topics

— A query and a document thus may have a high relevance score
even if they do not share any terms in common
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IR Models: Concept Matching (3/3)

 PLSA also can be viewed as an HMM model or a topical
mixture model (TMM)

A document model

Query

0 =wwy.w;,.wy

(Wi|Tk)P(Tk|DJ)}

— Explicitly interpret the document as a mixture model used to
predict the query, which can be easily related to the conventional
HMM modeling approaches widely studied in speech processing
community (topical distributions are tied among documents)

— Thus quite a few of theoretically attractive model training
algorithms can be applied in supervised or unsupervised
manners
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IR Evaluations

« Experiments were conducted on TDT2/TDT3 spoken

document collections [RO]
— TDT?2 for parameter tuning/training, while TDT3 for evaluation
— E.g., mean average precision (mAP) tested on TDT3

VSM LSA TMM HMM PLSA
D 0.6505 0.6440 0.7870 0.7174 0.6882
SD 0.6216 0.6390 0.7852 0.7156 0.6688

TALIP2004; Interspeech2004, 2005, PATREC 2006

« HMM/PLSA/TMM are trained in a supervised manner

« Language modeling approaches (TMM/PLSA/HMM) are
evidenced with significantly better results than that of
conventional statistical approaches (VSM/LSA) in the
above spoken document retrieval (SDR) task
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Spoken Document Summarization (1/2)

* Spoken document summarization (SDS), aiming to
generate a summary automatically for the spoken
documents, is the key for better speech understanding
and organization

 Extractive vs. Abstractive Summarization

— Extractive summarization is to select a number of indicative
sentences or paragraphs from original document and sequence
them to form a summary

— Abstractive summarization is to rewrite a concise abstract that
can reflect the key concepts of the document

— Extractive summarization has gained much more attention in the
recent past
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Spoken Document Summarization (2/2)

Common Extractive Document Summarization
Approaches
— Based on based on sentence structure or location information
— Based on statistical measures
— Based on sentence classification
— Based on sentence generative probabilities

— There has also been some research on exploring
« Extra information clues, e.g.
— word-clusters, WordNet, or event relevance
« Novel ranking algorithms
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SDS: Approaches Based on Sentence Structure or
Location Information

« Lead (Hajime and Manabu 2000)
* Focus on the introductory and concluding segments
(Hirohata et al. 2005)

« Specific structure on some domain (Maskey et al. 2003)

— E.g., broadcast news programs —sentence position, speaker type,
previous-speaker type, next-speaker type, speaker change

[E.ﬂracting sentences from these parts]

\v

-
M A M /\'\ﬁ r""ﬂ,
-I H 1|.|,I" [ ] 'q. ] ) ! ]
0 L 100 150 a0 |z Conient
words

Phateec e boundary » g DoLmdary
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SDS: Approaches Based on Statistical Measures (1/3)

« Vector Space Model (VSM) Y. Gong, SIGIR 2001

— Vector representations of sentences and the document to be
summarized using statistical weighting such as TF-IDF

— Sentences are ranked based on their proximity to the document

— To summarize more important and different concepts in a
document

D, » The terms occurring in the sentence with the highest
. relevance score Sim(S,,D,) are removed from the document

| ~ * The document vector is then reconstructed and the ranking of
" the rest of the sentences is performed accordingly

S
Bl Or, using the Maximum Marginal Relevance (MMR) model

e
NextSen = max [ - Sim (S,,D,)-(1—1)Sim (S,, Summ )]

S
!
.
0‘.
T .

: — Summ : the set of already selected sentences
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SDS: Approaches Based on Statistical Measures (2/3)

« Latent Semantic Analysis (LSA) v.Gong, SIGIR 2001
— Construct a “term-sentence” matrix for a given document
— Perform SVD on the “term-sentence” matrix

* The right singular vectors with larger singular values
represent the dimensions of the more important latent
semantic concepts in the document

» Represent each sentence of a document as a vector in the
latent semantic space

— Sentences with the largest index (element) values in each of the
top L right smgular vectors are included in the summary (LSA-1)

S, S, S, S S, S, Sy
v, ", .
W3 ; W3 ' —Viz'
- ~ > v Hirohata et al., ICASSP2005
Sentences also can be selected based on
i their norms (LSA-2):
w w
"’ ' U Score (S Z (Gr lr
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SDS: Approaches Based on Statistical Measures (3/3)

« Sentence Significance Score (SIG)

— Sentences are ranked based on their significance which, for
example, is defined by the average importance scores of words
In the sentence

N
SIG (S,)= 1 Z I(w,) similar to TF-IDF weighting
N = F S. Furui et al., IEEE SAP 12(4), 2004
1(w,)= 1, -icf =, log —<

— Other features such as word confidence, linguistic score, or
prosodic information also can be further integrated into this

method
] &
SIG(S;) =~ 2 s (w,)+ Al (w,) + Ao, )+ A8 (w, ) +4:b(S))
S. n=1
s(w,) :statistical measure, such as TF/IDF
I(w,) :linguistic measure, e.g., named entities and POSs
c(w,) :confidence score
g(w,) :N-gram score

S_P b(S.) 1s calculated from the grammatical structure of the sepenge iy chen 26



SDS: Approaches Based on Sentence Classification (1/2)

« Sentence selection is formulated as a binary
classification problem
— A sentence can either be included in a summary or not

* A bulk of classification-based methods using statistical
features also have been developed
— Gaussian Mixture Models (GMM)
— Bayesian Network (BN)
— Support Vector Machine (SVM) /
— Logistic Regression (LR) Summary
— Conditional Random Fields (CRFs) \ /' Non-summary

Si

X.|S, eS)P(S, €9)

(
P(Si€S|Xi):p P(Xl.)

 However, the above methods need a set of training
documents together with their corresponding handcrafted
summaries (or labeled data) for training the classifiers
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SDS: Approaches Based on Sentence Classification (2/2)

« Example of a set of features used in the classification-
based methods

Structural | POSITION: Sentence position
features | DURATION: Duration of preceding/current/following sentence

BIGRAM SCORE: Normalized bigram language model scores
SIMILARITY: Similarity scores between a sentence and its
preceding/following neighbors

NUM NAME ENTITES: Number of name entities (NE) in a
sentence

Lexical
Features

PITCH: Min/max/mean/difference pitch values of a spoken sentence
Acoustic | ENERGY: Min/max/mean/difference value of energy features of a
Features | spoken sentence

CONFIDENCE: Posterior probabilities

Relevance | VSM: Relevance score obtain by using the VSM summarizer
Features | LSA: Relevance score obtain by using the LSA summarizer
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SDS: Approaches Based on Sentence Generative
Probabilities (1/2)

A Probabilistic Generative Framework for Sentence
Selection (Ranking)

— Maximum a Posteriori Probability (MAP) Criterion
P(D‘Si)P(Si)
P(D)

P(s;|D)= « P(D|S; )P(S;)

« Sentence Generative Model, P(D|Si)

— Each sentence of the document as a probabilistic generative model

— Language Model (LM), Sentence Topical Mixture Model (STMM) and
Word Topical Mixture Model (WTMM) are initially investigated
ICASSP2006; ISCSLP2006; ICME 2007: PATREC 2007; ICASSP2008

 Sentence Prior Distribution, P(S;)

— The sentence prior distribution may have to do with sentence
duration/position, correctness of sentence boundary, confidence score,

prosodic information, etc. (e.g., they can be fused by the whole-sentence
maximum entropy model) Interspeech2007; ASRU 2007
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SDS: Approaches Based on Sentence Generative
Probabilities (2/2)

» A flowchart for our proposed framework

spoken Document to be Summarized D

speech Signal | Sentence 5 |

-
W — speech e Sentence S
m Eecognitiot .

ﬂ Sentence §,
i
Confidetice Score L
E:sm';n:tmn of . sentence enerative
Prozodic Features i i
Lzl Creneral Text MNews
P(D|S)) _
i Zollection
e
Eelevance Inforrnation
L .

sentence Frior
Probability
i (S;- h

sentence Eanlking

; Swnmary
and Sequencing
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SDS: Evaluation Metrics (1/2)

* Subjective Evaluation Metrics (direct evaluation)
— Conducted by human subjects
— Different levels

« QObjective Evaluation Metrics
— Automatic summaries were evaluated by objective metrics

» Automatic Evaluation
— Summaries are evaluated by IR

SI-P IR — Berlin Chen 31



SDS: Evaluation Metrics (2/2)

* Objective Evaluation Metrics
— ROUGE-N (Lin et al. 2003)

* ROUGE-N is an N-gram recall between an automatic
summary and a set of manual summaries

ROUGE - N = SeS;; gy eS

DD .C(gy)

SeS;; gyeS

S, :asetof human summaries
C, (g, ):number of matched N - grams between human

and automatic summary

— Cosine Measure (Saggion et al. 2002)
Va

—

lp. : . .
Ap Acc , = —[Slm (E,ER )_|_ sim (E’ A, )] E :automatic extractive summary
2 E , : reference extractive summary

® Eh, D A, : reference abstractiv e summary

»
»

S_P X
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SDS: Experimental Results

* Preliminary tests on 100 radio broadcast news stories
collected in Taiwan (automatic transcripts with 14.17% character error rate)
— ROUGE-2 measure was used to evaluate the performance levels

of different models

— Proposed models (LM, WTMM) are consistently better than the

other models at lower summarization ratios

« LM and WTMM are trained in a pure unsupervised manner,

without any document-summary relevance information
(labeled data)

VSM MMR LSA DIM SIG SVM LM-RT | WTMM

10% | 0.3073 | 0.3073 | 0.3034 | 0.3187 | 0.3144 | 0.3425 | 0.3684 | 0.3836

20% | 0.3188 | 0.3214 | 0.2926 | 0.3148 | 0.3259 | 0.3408 | 0.3696 | 0.3772

30% | 0.3593 | 0.3678 | 0.3286 | 0.3383 | 0.3428 | 0.3719 | 0.3840 | 0.3728

50% | 0.4485 | 0.4501 | 0.3906 | 0.4345 | 0.4666 | 0.4660 | 0.4884 | 0.4615
)
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Spoken Document Organization (1/3)

 Each document is viewed as a TMM model to generate
itself

— Additional transitions between topical mixtures have to do with
the topological relationships between topical classes on a 2-D
map

A document model DJ.

Two-dimensional

Tree Structure
O O%Nanized Topics
) )
OO
OO

2ro
E(T,,T
B - P(T1|Tk)= — (17 k)
P(w,|D; )= kZ:ij(Tk D, EIP(T,|Tk )P (w, |7, )} 2 E (T,,7,)
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Spoken Document Organization (2/3)

 Document models can be trained in an unsupervised way
by maximizing the total log-likelihood of the document

collection

n V
Ly =3 % c(w.D, )og P,
J=1 =1

D

)

* Initial evaluation results (conducted on the TDT2 collection)

Model Iterations distg /dist i
TMM 10 1.9165
SOM 100 2.0604

— TMM-based approach is competitive to the conventional Self-
Organization Map (SOM) approach

IR — Berlin Chen 35



Spoken Document Organization (3/3)

« Each topical class can be labeled by words selected using
the following criterion

%1C(WiaDj)P(Tk|Dj)
C(WiaDj)[l‘P(Tk|Dj)]

* An example map for international political news

BFPERER #R %ﬂiﬁ;@“ﬁj G
o =2

Sig (Wi»Tk):

T M=
—_ ~

(EHLES PR
S B A rﬂmﬁ BEREE

= E . Sl o
I FREVH AF AR ﬁmﬁ% L s ’E@Ei
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Named-Entity Extraction (1/10)

 Named entities (NE) include

— Proper nouns as names for persons, locations, organizations,
artifacts and so on

— Temporal expressions such as “Oct. 10 2003” or “1:40 p.m.”
— Numerical quantities such as “fifty dollars” or “thirty percent”

 Temporal expressions and numerical quantities can be
easily modeled and extracted by rules

« The personal/location/organization are much more
difficult to identified

— E.g., “White House” can be either an organization or a location
name in different context

SI-P IR — Berlin Chen 37



Named-Entity Extraction (2/10)

* NE has it origin from the Message Understanding
Conferences (MUC) sponsored by U.S. DARPA program
— Began in the 1990’s
— Aimed at extraction of information from text documents

— Extended to many other languages and spoken documents
(mainly broadcast news)

« Common approaches to NE
— Rule-based approach
— Model-based approach
— Combined approach

SI-P IR — Berlin Chen 38



Named-Entity Extraction (3/10)

* Rule-based Approach
— Employ various kinds of rules to identified named-entities
- E.g.,
» A cue-word “Co.” possibly indicates the existence of a
company name in the span of its predecessor words

* A cue-word “Mr.” possibly indicates the existence of a
personal name in the span of its successor words

— However, the rules may become very complicated when we wish
to cover all different possibilities

« Time-consuming and difficult to handcraft all the rules

» Especially when the task domain becomes more general, or
when new sources of documents are being handled

SI-P IR — Berlin Chen 39



Named-Entity Extraction (4/10)

 Model-based Approach

— The goal is usually to find the sequence of named entity labels
(personal name, location name, etc.), £ = ¢jey..¢;..e, , for a
sentence, S=tt,.¢;.t, , which maximizes the probability P(E\S)

— E.g., HMM is probably the best typical representative model used
In this category

Person

Sentence

S :tltz..t]‘..tn Cr '
Organization

General Language
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Named-Entity Extraction (5/10)

— In HMM,

* One state modeling each type of the named entities (person,
location, organization)

* One state modeling other words in the general language
(non-named-entity words)

* Possible transitions from states to states

« Each state is characterized by a bi- or trigram language
model

 Viterbi search to find the most likely state sequence, or
named entity label sequence E , for the input sentence, and
the segment of consecutive words in the same named entity
state is taken as a named entity

IR — Berlin Chen 41



Named-Entity Extraction (6/10)

 Combined approach
— E.g., Maximum entropy (ME) method

« Many different linguistic and statistical features, such as part-
of-speech (POS) information, rule-based knowledge, term
frequencies, etc., can all be represented and integrated in
this method

* |t was shown that very promising results can be obtained with
this method
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Named-Entity Extraction (7/10)

« Handling out-of-vocabulary (OOV) or unknown words

- E.g., HMM
 Divide the training data into two parts during training
— In each half, every segment of terms or words that does
not appear in the other half is marked as “Unknown”,
such that the probabilities for both known and unknown
words occurring in the respective named-entity states can
be properly estimated

» During testing, any segment of terms that is not seen before
can thus be labeled “Unknown,” and the Viterbi algorithm can

be carried out to give the desired results
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Named-Entity Extraction (8/10)

« Handling out-of-vocabulary (OOV) or unknown words for
spoken docs

— Out-of-vocabulary (OOV) problem is raised due to the limitation
in the vocabulary size of speech recognizer

— OOV words will be misrecognized as other in-vocabulary words
* Lose their true semantic meanings

« Tackle this problem using ASR & IR techniques
— In ASR (automatic speech recognition)

« Spoken docs are transcribed using a recognizer implemented
with a lexical network modeling both word- and subword-level
(phone or syllable) n-gram LM constraints

— The speech portions corresponding to OOV words may
be properly decoded into sequences of subword units
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Named-Entity Extraction (9/10)

« Tackle this problem using ASR & IR techniques (cont.)

* The subword n-gram LM is trained by the text segments
corresponding to the low-frequency words not included in the
vocabulary of the recognizer

— In IR (Information Retrieval)

A retrieval process was performed using each spoken doc
itself as a query to retrieve relevant docs from a
temporal/topical homogeneous reference text collection

* The indexing terms adopted here can be either word-level
features, subword-level features, or both of them
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Named-Entity Extraction (10/10)

« Tackle this problem using ASR & IR techniques (cont.)

» Once the top-ranked text documents are selected, each
decoded subword sequence within the spoken document,
that are corresponding to a possible OOV word, can be used
to match every possible text segments or word sequences
within the top-ranked text documents

* The text segment or word sequence within the top-ranked
text docs that has the maximum combined score of phonetic
similarity to the OOV word and relative frequency in the
relevant text docs can thus be used to replace the decoded
subword sequence of the spoken doc

;)

max Y, Ple,,, [w)-P(wld)- P(d

deD, X W \
doc belonging to spoken doc

phone/syllable word in the top-ranked  the top-ranked
sequence of the relevant text doc set  relevant text
OOV words doc set
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Prototype Systems Developed at NTNU (1/3)

« Spoken Document Retrieval
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Prototype Systems Developed at NTNU (2/3)

« Speech Retrieval and Browsing of Digital Archives
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Prototype Systems Developed at NTNU (3/3)

* Speech-based Information Retrieval for ITS systems
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Conclusions and Future Work

« Multimedia information access using speech will be very
promising in the near future
— Speech is the key for multimedia understanding and organization
— Several task domains still remain challenging

« Spoken document retrieval (SDR) provides good
assistance for companies in

— Contact (Call)-center conservations: monitor agent conduct and
customer satisfaction, increase service efficiency

— Content-providing services such as MOD (Multimedia on Demand):
provide a better way to retrieve and browse descried program
contents
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Thank You!
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The Informedia System at CMU

* Video Analysis and Content Extraction (VACE)

‘\\
}:' Metad

VACE
ata Extraction

of Informedia-I

Integrated speech, irmage & language understanding for creating digital video libraries

Informedia-II
Video inforrnation surnrnarization 2 visualization
Intermational Collaboration: Europe
European chronicles online for sustaining cultural heritage
d video analysiz and cortert extraction for defense intelligence

VACE
| Structuring education pathw ays through digital video libraries

Capturing, coordinating & rermermbering hurnan experience

\ CCRHE

CareMedia - Automnated video
and sensor analysis for geriatric care

YALCE-II: EMVIE: Extensible news video

]
i k| information exploitation

1998

g\ representation)

| AQUAINT Phase I
Question answ ering from errorful multimedia strearms

Intermnmational Collaboration: East-West
Crigital library collabaration with Chinese University of Hong Kong

Experience on Demand

|
(1M VWideo search & surnmnarizationon cn dernand fron English & foreign redia sources

User Interface
(final
)
Capturing, irkegrating & cormrnunicating experiences across people, time 2 space

i II
f / |
/ W Multlingual Informedia
IE Tech Spinoff: Grand Illusion Studios (developed in part from Informedia technology )
Tech Spinoff: MediaSite [core technology derived from Inforrnedia)
Developer of softw are, systerns & services to create searchable video % audio mmedia sites

s
Creator of interactive audiof/video irterview techrnology [syrtehtic irterview )
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AT&T SCAN System

» SCAN: Speech Content Based Audio Navigator (1999)

File Search Scan

QUERY: What is the status of the trade deficit with Japan? SEARCH | CLEAR |

RESULTS — "What s the status of the trade deficit with Japan™
RAHK PROGRAM DATE STORY  SCORE LENGTH

NPR All Things Gonsidered 0531 2760
RNPH All Things Considered
MPR/PRI Marketplace

ABC World Mews Mow

MPR All Things Considered
NPR All Things Considered
MPR/PRI Marketplace

CHMNHM Headline Mews
NPR/PRI Marketplace
NPR/PRI Marketplace

L8] o

Design and evaluate user
interfaces to support retrieval
from speech archives
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decision has been made the case is not closed there are many outstanding issues in our relationship with vietnam was
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BBN Rough’n’Ready System (1/2)

 Distinguished Architecture for Audio Indexing and
Retrieval (2002)

e b e R e e e e |
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BBN Rough’n’Ready System (2/2)

Automatic Structural Summarization for Broadcast News

Figure 1. Elements of the automatic structural summarization
produced by Rough’n’Ready.
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It sa slraiagy to pressure on counell makmg deals and it's known
each day in Southern California latest danger from hell.
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Good evening and defense secretary ' 3 i+ said today
at a military strike against a rock would be quole subslanllal in

size and impact but n stressed that the strike would not be

able to remove ©oddar » from power or eliminate his

deadly arsenal the defense secretary also had strong words loday

{for the United Nations Security Council ABC's John Mows

reports.

| |With more american ﬁrepower being considered for the Persian
| |Guif defense secretary (ol

" today issued by are the
(administration’s toughest criticism of the UN security council
without mentioning Hussia or China buying named T ohan took
|dead aim at their reluctance to get tough with Iraq.

Frankly 1 find il --. incredibly hard to accept the proposition but in
e face of © lam's actions and that of members of the Security
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it challenges the credibility of Security Council.
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SpeechBot Audio/Video Search System at HP Labs

* An experimental web-based tool from HP Labs that used
voice-recognition to create seachable keyword
transcripts from thousands of hours of audio content

3 HP SpeechBot - search resulis for "Irag

" - Microsoft Internet Explorer v EI[ZJ
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NTT Speech Communication Technology
for Contact Centers

Automatic document-retrieval by speech recognition

Customer

My printer won't prini—
it's causing me a lot of
trouble!

Screen shot of CSR terminal

| see, printer trouble.
Is the “service call”
message displayed?

@_D One-touch

document browsing

Here is the answer in
the case of service call
no. Xx.

— CSR: Customer Service Representative
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Google Voice Local Search

GO ()Sle 1.800-GO0G-411

GOOG-411

Dial from any phone

1-800-GO0OG-411

(1-800-466-4411)

About GOOGA1

Google's new 411 service is free, fast and easy to
use. Give it a try now and see how simple it is to
find and connect with local businesses for free.

Learn more - EAQ

Liked the video? YWant to comment or guess who

P— i g the voice of GOOG-411 is? Post your opinion on
i B (=0 (menwy) | our YouTube page

Dial 1-800-GOOG-411 State the location and Connect to the o Biamel

fram any phone business type business for free -

EL007 Google - Terms of Service - Privacy Policy - Google Home - Mobile Home
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