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Introduction:
@ Applying ASR Techniques for CAPT

e CAPT: Computer-Assisted Pronunciation Training

o Task of applying ASR for CAPT : automatically detect
pronunciation errors and evaluate pronunciation quality

o Facets for CAPT in Mandarin Chinese
o Lexical Tones
> Pronunciation Scoring for Sub-word Units (syllable, INITIAL/FINAL)
> Fluency/Proficiency (Duration/Speaking Rate)
o Qverall Scoring (word-, phrase- and sentence-levels)

* In this paper we focus exclusively on developing robust
methods for automatic detection of lexical tone
pronunciation errors




Introduction:
Detection and Assessment of Pronunciations

e Automatic detection and assessment of lexical tone and
syllable pronunciations

o This paper focuses exclusively on the detection and assessment of 4
lexical tones (Tone 1- Tone 4)
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Introduction:
Recently Developed Prototype System

* For example, in the test phase, the system can detect possible
mispronunciations and corresponding error patterns of the
user
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i Pronunciation Test

Pinyin Your Initial & Final Your Tone
Please pronounce according to the pinyin given.
You can choose to make your recording again. Click next after you are done.
bi %  Excellent 3
= - Fair
_ x

Question No. 0 of 63 Need to work on

bil / b1

For initials & finals:
‘ , Excellent means your pronunciation is above 80%; while

Fair means your pronunciation is above passing line.

For tones:
1-first tone, 2-second tone, 3-third tone, and 4-fourth tone.
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Problem Formulation of Lexical Tone Detection

‘ » Typical Steps for Lexical Tone Detection

Pitch
Extraction
Pitfih | How to mitigate the negative effects
Normalization caused by speaker and environmental variations?

s

Segment-based

Tonal Feature How does the subtleness (granularity) of
Extraction tonal features affect mispronunciation detection?
Detection

The pitch contour is extracted with the RAPT (Robust Algorithm for Pitch Tracking) method.




MVN-Based Pitch Contour Normalization

* Mean Variance Normalization (MVN) in a speaker-wise manner
e Can deal with monotonic and linear distortions/variations

* Assume a linear transformation existing between the original
and normalized pitch contours

y=T[x] =ax +
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CDF-based Pitch Contour Normalization

e Can deal with monotonic and non-linear distortions/variations

» CDF-Matching (or Histogram Equalization)

y =T[x] = ¢y 1 (Cx (%)),
where C is a cumulative distribution function

N

CDF
Normalization

~

Fo-Histogram (Standard Speaker)

75

d NOMOOLdAd NOZ®OOWLAE
O N W NO MU O MV
" rddd N NN A m0Ohm

-n
o

Ak

387
413
439

Fo-Histogram (Speaker i)
800
» 600
5 400
o
Y 200
0 U PV -
n yFmmad OO0 NO In I M
NIRRYRAIRNAAGMIS
Fo
Fo-Histogram (Speaker j)
600
£ 400
2
S 200
0
nNnoumowmoumowmonowmowumo
NoaAauLNOANWLNOANLNOANLWLL
Arddd A NANANMMOOMOO GF T T
Fo




Segment-based Tonal Features

Types of Features

EXP[Fo]
C(Fo) (Within-Segment AFo)

D(Fo) (Between-Segment AFo )

159

Mean Fo in each segment

Difference of beginning and ending Fo
values within each segment

Difference of EXP[Fo] values between
any pair of segments

pitch contour

2.448




Experimental Setup

* Some Statistics of Training and Test Sets

Training Set (2.2 hours) Test Set (2.3 hours)

2,641/6,248 syIIabIes
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Experimental Results:
1. Different Numbers of Segments for Tonal Feature Extraction

RBF back-end classifier

» Average accuracy on detecting correct pronunciations and
mispronunciations of 4 lexical tones

‘ e MVN-based pitch value normalization works in concert with SVM-
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» The performance is improved when the number of the segments
becomes larger; the improvements, however, seem to soon reach
a plateau when the number of the segments is set to 5




Experimental Results
2. Detailed Performance for 4 Lexical Tones

* MVN-based pitch value normalization in concert with SVM-RBF

back-end classifier

» Average accuracy on detecting correct pronunciations and
mispronunciations of 4 lexical tones
> Using 5 Segments for Tonal Feature Extraction
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Tonex Tone2 Tone3z Toney

> Mean values “"EXP” (i.e., information about pitch levels) are important

for lexical tone detection
> Onthe other hand, the differential statistics (either “C” or “"D") are
especially beneficial for identifying Tone-1 and Tone-2
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Experimental Results:
3. Comparisons Among Two Different Normalization Methods

» Average accuracy on detecting correct pronunciations and
mispronunciations of 4 lexical tones

> Using 5 Segments for Tonal Feature Extraction
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> Both methods (MVN and CDF-matching) can offer significant
performance boots compared to the baseline ( without
normalization)
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Conclusion & Future Work (1/2)

* How to robustly normalize pitch contours and to determine
the subtleness of tonal features are critical to the success of
automatic detection of lexical tone pronunciation errors

> Asto future work, we would like to apply and extend our
methods to automatic pronunciation scoring for sub-word
(syllable, INITIAL/FINAL) units and overall pronunciation
quality evaluation

° In addition, we are planning to leverage more state-of-the-
art machine learning techniques for CAPT in Mandarin
Chinese




Conclusion & Future Work (2/2)

» Building a Chinese Learning and Assessment System
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